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o Context

e The amount of data will reach > 180 zettabytes in 2025 We want to use ZNS for KV-stores, but...

e Data Is frequently stored in Key-value stores (KV) ® /NS Is a completely new abstraction

e /NS requires rewriting software

e Current KV-stores can not effectively make use of ZNS:
1. They require generic file systems
2. They have no control over data placement
3. They do not use ZNS-specific operations (append)
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e KV-stores require physical storage to have:

o Low tail latency

o High throughput -
e Data centers are transitioning to NVMe flash storage e 1ro ODB, Layerless solution
® However, a new storage interface, Zoned Namespaces

o has better tail latency than NVMe

o has better durability than NVMe

O Meets storage demands more closely

e A KV-store that issues raw ZNS commands
® No layers, no semantic gaps, not even the kernel
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o Evaluating TropoDB

e Evaluated on real ZNS hardware

e Comparing TropoDB to state of the practice and state
of the art

e \Write-heavy workload

® TropoDB comes close to the competition In tall latency!
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1 TB of random overwrites of KV-pairs
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El 103; = TropoDB has shown moving to ZNS is viable. Thus potential
> directions are:
S e Characterising ZNS performance characteristics
© 102‘; e Improving TropoDB with new ZNS insights
e Making TropoDB stable/competitive
100 o e TropoDB as a research platform
| = e Creating/designing ZNS optimised file systems
10° o 0% 7o, 99%  99.9% 99 99% ® Creating ZNS schedulers for multi-tenancy
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