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The amount of data is ever-increasing

HPCBig data

1 Yottabyte 
each year!

Read WriteReadWrite
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Flash SSDs have become ubiquitous

HPCBig data

Read WriteReadWrite



3

Problem:

1. Block interface does not perform for flash
2. New ZNS interface promises good performance
3. ZNS’ performance characteristics are not known…

Goal: Infer ZNS performance characteristics

What we will discuss today
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Block interface: Random write/read 

Write
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Written
Empty

Page

Read



5

Flash is different: Sequential writes only

Write

0 1 2 3 4 5Page

Written
Empty



5

Flash is different: Random reads

Read

0 1 2 3 4 5Page

Written
Empty
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Flash is different: Reset at block level

Written
Empty

Block 1 Block … Block N
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Flash is different: Reset at block level

Written
Empty

Block 1 Block … Block N

0 1 2 3 4 5 0 1 2 3 4 5

ResetBlock 1 Block 1
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Block interface: Need to migrate data

0 1 2 3 4 5

0 1 2 3 4 5

(1) CopyBlock 1

Block 1

Valid

Empty
Invalid

0 1 2 3 4 5

Block 2

(2)  Reset
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Flash: The problem of the block interface
Question?: What happens if we keep writing to the SSD? 
What about data migration?
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Flash: The problem of the block interface
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Flash: The problem of the block interface



9

Flash: The problem of the block interface

>120x!
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Flash: The problem of the block interface

Unstable?



Is there a different interface
For flash storage?
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Meet Zoned Namespace SSDs
Zone 1 Zone … Zone N
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Meet Zoned Namespace SSDs

Sequential write Random read Reset

Write Read

Zone 1 Zone 1 Zone 1

Reset

Zone 1 Zone … Zone N
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Zone state complexity

Empty Open Closed

FullReset

Reset

Write

Write

Write

OpenOpen

Possible zone states:
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Research problem

Write/Read/Reset

?
?

Zone operationsStable?
?
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Question: What are ZNS performance characteristics?

Research problem

?
Write/Read/Reset

?

Zone operationsStable?
?
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Research problem

Big data

Rand
Read

Seq
Write

Before we use ZNS we need to characterize its performance 
characteristics

Reset/Zone 
operations

HPC

Rand
Read

Seq
Write

Reset/Zone 
operations



15

Goal: Infer performance characteristics
Microbenchmarks and scalability tests of:
● Appends/writes/reads
● All zone management operations
Interference tests of:
● Writes and reads
● Resets and writes/reads

Solution: A characterization framework
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Solution: A characterization framework

                              

https://github.com/stonet-research/NVMeBenchmarks

Results:
● 13 Key observations
● 5 Recommendations

We discuss the 4 biggest observations

https://github.com/Krien/NVMeBenchmarks
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Write operation methods R1/R4

W1

0 1 2

A1 A2 A1’ A2’

0 1 2

W2

0 1 2

Host schedules one-by-one

Sequential write Appends

Device schedules and 
returns address
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Latency: writes versus appends R1/R4
Motivation: What operation to use for low latency applications?
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Latency: writes versus appends R1/R4
Motivation: What operation to use for low latency applications?
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Latency: writes versus appends R1/R4
Motivation: What operation to use for low latency applications?

Recommendation: Use writes for lower latency
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ZNS write parallelism methods 

W1 W2 A1 A2 W1 W2

Sequential 
writes

Zone 
appends

Write to multiple zones

A1’ A2’

0 1 2 0 1 2 0 1 2 0 1 2

R2/R4
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Throughput: ZNS writes R2/R4
Motivation: What write operation to use for scaling throughput?
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Throughput: ZNS writes  R2/R4
Motivation: What write operation to use for scaling throughput?
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Throughput: ZNS writes R2/R4
Motivation: What write operation to use for scaling throughput?

Recommendation: Use appends to scale throughput because 
of the open zone limit
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Predictable performance? R3/R4
Question: Does ZNS lead to the same variability as block 

devices? 

Stable?
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Predictable performance? R3/R4
Question: Does ZNS lead to the same variability as block 

devices? It does not

Stable?
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Reset operation latency R4/R4
Reset comes in two flavors:

(1) Pure Reset:

(2) Finish:

Reset

Finish

Open Zone Full Zone

Open Zone Empty Zone
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Reset operation latency R4/R4
Reset comes in two flavors:

(1) Pure Reset:

(2) Finish:

Reset

Finish

Finish is used to prevent reaching the open zone limit

Open Zone Full Zone

Open Zone Empty Zone
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Reset operation latency R4/R4
Reset comes in two flavors:

(1) Pure Reset:

(2) Finish:

Reset

Finish

Important question: does occupancy (% filled) matter?

Open Zone Full Zone

Open Zone Empty Zone
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Reset operation latency R4/R4
Reset comes in two flavors:

(1) Pure Reset:

(2) Finish:

Reset

Finish

Important question: does occupancy (% filled) matter?

Open Zone Full Zone

Open Zone Empty Zone
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Reset operation latency R4/R4
Motivation: Applications have to issue resets
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Reset operation latency R4/R4
Motivation: Applications have to issue resets

Empty Zone
Occupancy matters!
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Reset operation latency R4/R4
Motivation: Applications have to issue resets

1 second!
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Reset operation latency R4/R4
Motivation: Applications have to issue resets

Empty Zone
Occupancy matters!
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Reset operation latency R4/R4
Motivation: Applications have to issue resets
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Reset operation latency R4/R4
Motivation: Applications have to issue resets

Recommendation: Prevent issuing resets
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1. Low latency: use sequential writes
2. High throughput: use appends
3. ZNS has latency stability
4. ZNS reset operations should be avoided

Conclusion of discussed results

Write/Read/Reset

Known!

Zone operations
Known!

Stable?

Known!
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More details/results in the paper …
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ZNS SSDs deliver high-throughput stable performance

● ZNS has a unique performance model
● We synthesize ZNS’ performance model

Take-home messages

https://github.com/stonet-research/NVMeBenchmarks

https://github.com/Krien/NVMeBenchmarks


- Backup slides -

28
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Storage demands

● 1 yottabyte every year by 2030!1

● Performance SLAs

Why flash SSDs?

● Fast storage

● Block interface requires NO changes to 

host applications

Flash SSDs are ubiquitous

~100 MiB/s ~10 GiB/s

1. Huawei, 2021 https://www-file.huawei.com/-/media/corp2020/pdf/giv/industry-reports/computing_2030_en.pdf 

https://www-file.huawei.com/-/media/corp2020/pdf/giv/industry-reports/computing_2030_en.pdf
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Block interface is a mismatch for flash

● Requires firmware that runs GC
● Unpredictable GC performance 

The problem of the block interface

Write throughput over time

>120x!
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ZNS is a match for flash

● Application-managed GC
● Applications have to be rewritten

Meet NVMe Zoned NameSpace (ZNS)

Write throughput over time
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● Device is split in append-only, application-managed zones
● 4 ZNS-unique zone management operations
● New zone append operation
● We do NOT know any performance characteristic!

Problem: ZNS is complex and novel

Zone 1 Zone … Zone N

NVMe ZNS Applications



How can we design for ZNS 
if we do not know its 

performance model?
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Convergence of HPC and big data

● Performance isolation for HPC
● Cheap, less overprovisioned flash 

storage for Big Data workloads
● ZNS promises to support both, but we 

need to model its performance first

Why Cluster?
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1. Performance scalability of zones
2. Performance of the 4 zone management operations
3. I/O request interference
4. Zone management request interference

Performance model: What do we need?

Zone 1 Zone … Zone N

? ? ?

Zone X

Reset?Open? Close? Finish?
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In short, we know none of these…

?
?

?
?

?

?

?

?

? ?

?

?

??

What is allowed on a zone?

?
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● We introduce a characterization framework:
○ Generic to support any ZNS device 
○ 13 key observations! (today we discuss only a few)
○ 5 key recommendations!  

Solution: A characterization framework

                              

https://github.com/stonet-research/NVMeBenchmarks

https://github.com/Krien/NVMeBenchmarks
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ZNS Scalability methods:

1. Intra-zone: issue zone appends to one 
zone

2. Inter-zone: write/zone appends to multiple 
zones concurrently

Problem: inter-zone is limited by active zones! 

ZNS highlight #1: Write scalability
ZNS Write throughput
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ZNS highlight #2: Zone management

Finish operation latency Reset operation latency

● Expensive operations (writes are in μs)
● Cost depends on zone occupancy

Over 15x!

1s!
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Problem:

● Researchers resort to emulators (at least 4 papers)
● Available emulators do not capture our observations

○ Applications are designed wrongly!

Solution:

● Emulators should be changed
● Applications should also be tested on real devices

ZNS emulators

Emulated
ZNS SSD

Application

Accurate?
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We make the following key recommendations:

1. Use write instead of append for low latency
2. Prefer intra-zone scalability
3. Avoid finish operations!
4. There is no need to account for GC interference
5. Resets can be issued with concurrent I/O without 

performance hiccups 

Application design

F2FS
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● Extend to more physical ZNS SSDs
○ Any collaborators?

● Incorporate our findings into emulators
○ We need this for future applications!

● Introduce a ZNS scheduler
● Extend to benchmarking applications

What is next?
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● Flash SSDs are everywhere
● ZNS enables latency stability for flash SSDs
● ZNS has a unique performance model
● We synthesize this performance model

○ Use this model on your ZNS SSD!
● ZNS emulators are not accurate

Take-home messages
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● raw ZNS command performance
● synthetic/controlled experiments

Benchmark setup

OS configuration Linux 5.19, Ubuntu 22.04

Workload generator for I/O fio (3.32, git commit: db7fc8d)

Zone transition benchmarks Custom benchmarks (C++)

Zone transition interference 
benchmarks

Custom benchmarks (C++)



A new abstraction:

● Device is divided into zones
○ I/O is issued to zones
○ Append-only (NO overwrites)
○ Zones have state

65

Zone 1 Zone … Zone N

ZNS: A new abstraction



A new abstraction:

● Device is divided into zones
○ Append-only (NO overwrites)
○ Zones have state

● Explicit State management of zones
○ Clients do GC with reset 

operations
● What is the performance of ZNS?
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Empty Open Full
Open Write

Reset

Zone 1 Zone … Zone N

ZNS: A new abstraction



ZNS is complex!
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?
?

?
?

?

?

?

?

? ?

?

?

??



What are the ZNS performance characteristics?

● How do we scale I/O and how scalable is 
ZNS?

● How expensive are zone transition 
operations?

● Does ZNS suffer from I/O interference?

We can not optimize for ZNS if we do not know
its performance characteristics!
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What do we need to know?



What we measured (a lot):

● Scalability: Inter- and intra-zone scalability
● Scalability: Impact of request size
● Zone transition overhead: All zone transitions (reset, open, finish, close)
● Interference: Interference of reads/writes and zone transitions/writes/reads

We have 11 key observations, we will explain 3 of them (they are essential!):

1. Scalability: Prefer Intra-zone scaling
2. Zone transition overhead: Finish operations are the most expensive operations
3. Zone transition overhead: Zone occupancy influences transition overhead 

What we measured

69



ZNS does not allow multiple writes to 1 zone!

Method 1. Intra-zone:

● Append, let the device reorder
○ Applications need to be rewritten…

● Merge, merge multiple “writes” on host

ZNS write Scalability: how? 

70

Method 2. Inter-zone:

● Concurrent zones
○ Limit “max open zones”

RQ1, RQ2RQ1, RQ2

Append Write Write

Zone 1 Zone 1 Zone 2

Intra-zone Inter-zone



● Both intra- and inter-zone reach device limit
○ Intra is appends, inter is concurrent zone writes

● Request size is very important
● Intra is preferable!

○ No max zone reached
○ Zones are shared between tenants… (Multi-tenancy)

ZNS Scalability: bandwidth 
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“Write” bandwidth

RQ1, RQ2RQ1, RQ2

Append Write Write

Zone 1 Zone 1 Zone 2

Intra-zone Inter-zone



● Applications issue all transitions
○ Zones need to be opened to accept I/O
○ Zones are limited

● We evaluate all transition latencies
○ In isolation, one-by-one
○ Measure submission to completion
○ We fill zones for a percentage (1, …, 100%)
○ Repeated at least a thousand times

● Important observations:
○ Finish and Reset are expensive
○ Called regularly
○ These are not negligible!
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Empty Open Full
Open Write

Reset

ZNS: State transitions

Closed

Open  Close

Reset Write

Finish

Finish



What are finish operations for?:

● Open zones to full zones
● Ensures max open zones is not 

reached

Results/recommendations:

● The most expensive operation!
● Avoid finishing zones
● Do not finish “empty” zones
● Prefer intra-zone scalability

State transitions #1: finish operation
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1s!



What are reset operations for:

● Zone garbage collection

Results/recommendations:

● Reset latency correlates with zone 
occupancy

● Resets are not free
● Resets should be scheduled on zone 

occupancy

State transitions #2: reset operation
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Please read the paper for more:

● The impact of I/O size…
● Open/close zone performance…
● I/O interference effects…
● ZNS-aware applications (and how to design them)
● …

Other results/conclusions…
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Observation: Request size always matters!
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Appends Writes
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A



Method 1. Writes with scheduler:

● NVMe operation
● One write to one zone allowed?
● Merge I/O on host

Method 2. Appends:

● ZNS-specific operation!
● Multiple appends to one zone allowed!

Results/recommendations:

● Prefer appends at low depth
● Use large requests

Scalability #1: intra-zone 
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4KiB “Write” throughput



Zone parallelism

● We can issue I/O to concurrent zones 
● Limited by “max active zone” constraint

Results/recommendations:

● Writes have better inter-zone scalability

Scalability #2: inter-zone 
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4KiB “Write” throughput


